Combining Locally Optimized Interpolants with a Multilevel QM/MM Method for Complex Reactive Simulations

Abstract

A method for performing QM/MM molecular dynamic simulations of complex reactive systems is presented.
The Accelerated Molecular Dynamics with Chemistry (AMolDC) program formulates the total potential of the
system into time-dependent (adaptive) spatially-resolved groups over which multiple levels of QM theory may be
employed in combination with an in-memory potential energy surface database (PESDBase) that is called by
computationally facile local optimized interpolants that are capable of adapting to the density of the underlying
grid and topology of the multidimensional potential and gradient surfaces of the variously formed groups.
Accurate high-level QM calculations are utilized for reactive groups, while lower level QM or MM calculations are
performed for the ubiquitous non-reactive collisions. AMolIDC is I\nked to the NWChem, PSI3, and GAMESS
electronic structure codes and the ReaxFF is used for molecular i The of
saving the QM potential energy surface data for the formulation of interpolants in subsequent calculations is
employed for the expansion of system size and simulation time of complex chemical reactive processes where
high levels of QM theory are required.

The energy conservation and computational properties of the method (without utilizing the interpolation
component) have been investigated and reported (.. Chem. Theory Comput. 2010, 6, 18-25). These
investigations show that, although energy is not a conserved property, smooth continuous (and time-reversible)
simulations within the canonical ensemble (NVT) are feasible despite very large discontinuities in the total
potential. The method also demonstrates linear computational scaling (O(N)) rather than the higher orders of
QM theory (O(N3)-O(N7)).

In order to expand the system size and simulation time of the targeted complex reactive processes, AMolDC
makes calls to extremely fast, numerical interpolants once the database is sufficiently populated for a given
group. These interpolants are local (they use a subset of all the stored QM data for an individual group) and they
are optimized (they depend on parameters that may be optimized to adapt to the density of the underlying grid
and potential or gradient topology). The accuracy of the gradient interpolation has been examined and are
reported for very large and diverse chemical systems (saturated and unsaturated hydrocarbon chains and rings)
as a function of the underlying grld density. In addition, the computational savings associated with reducing the
number of high-level QM and loying local interpolants is reported.
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5: PESDatabase—insert QM data into database

6: Interpolate — perform numerical interpolation on
the basis of underlying QM grid

7: MD step using Rapaport MD code
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Total Energy
Potential Energy— .|

et

ol L L

Kinetic Energy

3

-

Potential/Gradients o
Intragroup: Intergroup
Multilevel QM (MM) C . .

omputational Properties
(Qv,,aMm,,QM,,...) P P
Save all QM data (potential and Cartesian gradients) Serial I ==

to database.

Linked to NWChem, GAMESS, PSI3 electronic
structure codes, MM = ReaxFF

Numerical interpolation code accesses database to
check grid density in order to perform interpolation

Accelerated MOlecuIar Dynamics with Chemistry
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1: Initialize — coordinates, temperature, Nsteps, ...

2: MakeGroups— divide simulation cell into link-listed
subcells and form groups based on spatial cutoff

3: Search grid to get density of QM data

4: Perform NWChem, GAMESS, or PSI3 QM calculation
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HF/6-31G**/ReaxFF .
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Interpolation Methodology
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Optimized — choose A to
minimize first difference in
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Local — use NClosest grid points

Interpolation Properties

Run MD simulation using ReaxFF, save PES data,
calculate grid density, interpolate, and evaluate error.
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